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Statement of teaching and research interests 

My research focuses on the theory and methodology of machine learning, with particular emphasis on 
large language models (LLMs), including efficient pre-training, post-training and inference for LLMs. I 
teach undergraduate and graduate courses in machine learning. 
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